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High availability high scalability enterprise solution with advanced security to store and process medical services related data. 
Release #0.2 of E-Health platform aimed to provide MSP registration functionality.
Release #1 of E-Health platform aimed to automate basic Capitation process in order to support ongoing reform of Medical Service Provisioning in Ukraine.
Release #2 of E-Health platform aimed to automate basic Reimbursement process in order to support ongoing reform of Medical Service Provisioning in Ukraine.
E-Health Platform designed to provide access to data processing services via API but not to automate end user processes. Medical services processes automation to be implemented by MIS`es.

Basic checkpoints for architecture design

· Main approach to the system design is a Service-Oriented Architecture (SoA) pattern.
· Elixir used as a proven high-load capable technology.
· MPI should be designed as independent element to be transferred in future to another data operator. 
· PRM should be designed as independent element as a platform for automation of NHS internal workflows. Technological stack for PRM to be changed in future in order to simplify/optimise cost of further change management process.
· All communication protocols are HTTP/REST based, and secured with HTTPS on the system perimeter
· System designed to be hosted at GCE (Google Container Engine) and using native Google SaaS/IaaS components (i.e. S3-like media storage, virtual disk drives, etc)
· Kubernetes is used as main platform for deploying, managing and scaling applications.
· All Applications including PostgreSQL are containerized using Docker.
· Service discovery is delivered using the Kubernetes DNS
· DockerHub is used as a Docker Container storage
· All E-Health implementation activities and artifacts should be public.
· Github used as project task tracker.
· Github is used as a code repository for version control, code publishing and code review process.
· Travis Continuous integration is used for code testing and product consistency. 
· Unit test coverage should be not less than 75%.
· Code style is checked against credo and dogma rules.
· Continuous delivery is not used. 
· oAuth 2.0 is used for API client authorization.
· All the external requests should go through the Gateway.
· Digital Signature being used to provide Declaration consistency and stored in signed content DB
· “Blockchain like” algorithm to be used to ensure Declarations consistency

[bookmark: _cvhr09mqkp31]1.1.1.      Work Flows

	
	Workflow
	Specifications Link
	Rev.

	
	Register API client (MIS)
	https://edenlab.atlassian.net/wiki/spaces/EH/pages/3446562/MIS+registration+procedure
	

	
	Register Legal Entity and Legal Entity Account Owner
	https://edenlab.atlassian.net/wiki/pages/viewpage.action?pageId=1112394
	

	
	Register Legal Entity Divisions
	
	

	
	Register Legal Entity Employees
	https://edenlab.atlassian.net/wiki/display/EH/IL.Create+employee+request
	

	
	Approve Employee Invitation
	https://edenlab.atlassian.net/wiki/pages/viewpage.action?pageId=1316436
	

	
	OAuth 2.0 flow
	https://edenlab.atlassian.net/wiki/display/EH/Auth
	

	
	Search for a Patient
	https://edenlab.atlassian.net/wiki/display/EH/Private.Search+for+a+person
	

	
	Search for Patients Declaration
	https://edenlab.atlassian.net/wiki/spaces/EH/pages/1054324/IL.Get+person+declaration
	

	
	Create Declaration Request
	https://edenlab.atlassian.net/wiki/spaces/EH/pages/983335/IL.Create+declaration+request
	

	
	Approve Declaration Request
	https://edenlab.atlassian.net/wiki/spaces/EH/pages/1057459/IL.Approve+declaration+request
	

	
	Sign Declaration request
	https://edenlab.atlassian.net/wiki/spaces/EH/pages/1108579/IL.Sign+declaration+request
	

	
	Offline Deduplication
	https://edenlab.atlassian.net/wiki/display/EH/Deduplication+process
	

	
	Capitation reporting
	https://edenlab.atlassian.net/wiki/display/EH/Capitation+and+reporting
	

	
	Verify MSP by NHS
	https://edenlab.atlassian.net/wiki/display/EH/IL.Verify+Legal+Entity+by+NHS
	

	
	Verify MSP by MIS
	https://edenlab.atlassian.net/wiki/display/EH/IL.Verify+Legal+Entity+by+MIS
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[bookmark: _cuu5l84mi2sf]1.2.1  	Logical Architecture

	#
	Name
	Description
	Stack

	1
	oAuth FE
	Login, reset password, oAuth flow pages. 
	React

	2
	NHS portal
	Public information about eHealth project
	React

	3
	NHS admin
	System administration: dictionaries, addresses, configuration parameters, reports, dashboards
	React

	4
	API GW
	Validation, logging, monitoring, cache, API SSL termination.
Additional tools:
· Status app
· Management cli
· Infrastructure helper
	Elixir

	5
	API GW FE
	GW Routing configuration UI
	React

	6
	Authorization
	API and users authorization.

	Elixir

	7
	Auth FE
	UI to admin users, clients, tokens, etc.
	React

	8
	Auth DB
	Authorization database. It stores Users, clients, roles, tokens, approvals
	PostgreSQL 9.6.1

	9
	Integration layer
	Orchestration and Business logic implementation of the public API’s.
Dictionaries
	Elixir

	10
	IL DB
	Integration layer DB. It stores Declaration requests, Employee requests, Dictionaries
	PostgreSQL 9.6.1

	11
	Operations DB abstraction layer
	Private methods to work with the Declaration entity
	Elixir

	12
	Ops DB
	Operation database. It stores Declaration object
	PostgreSQL 9.6.1

	13
	PRM abstraction layer
	Private methods to work with the below entities: Legal Entity, Division, Employee, Doctor, Party, MSP, ukr_med_registry, dictionaries
	Elixir

	14
	PRM DB
	PRM database. It stores all the PRM objects
	PostgreSQL 9.6.1

	15
	MPI abstraction layer
	Master Patient index. Private methods to work with the patient personal data.
	Elixir

	16
	MPI merger
	Patient offline merge module
	Elixir

	17
	MPI DB
	MPI database. It stores the patient personal data
	PostgreSQL 9.6.1

	18
	Media storage
	API to work with the google cloud storage: generate URL’s, grant access. Is used for the signed documents and scan-copies for the offline verification
	Elixir

	19
	Google cloud storage
	File Storage for the pkcs7 files and scan-copies for the offline verification
	Google cloud storage

	20
	notifications
	Delivery service for Email or SMS messages.
	Elixir

	21
	OTP verifications
	One-time-password phone verification service
	Elixir

	22
	Digital signature
	Digital signature verification service
	Elixir


	23
	Templates
	SMS, email Templates configuration and rendering. 
Consists of two parts:
· REST API back-end that allows to manage and render Templates;
· Management UI that simplifies configuration and templates management.

	Elixir, React

	24
	Templates DB
	Templates storage
	PostgreSQL 9.6.1

	25
	Addresses
	Hierarchical dictionary of all the addresses in Ukraine:
Region - area - settlement - Street name.
	Elixir

	26
	Decision tables
	SAAS open source service - decision engine. It is used for:
· manage default Patient auth method calculation - removed.
· Compensation group calculation
	https://gndf.io

	27
	Postmark
	SAAS - Transactional Email sender
	https://postmarkapp.com 

	28
	LifeCell
	SMS Gateway
	

	29
	Capitation process
	Billing, capitation report, dashboards api
	

	30
	MS Power BI
	Microsoft Power BI Desktop.
Business Intelligence tool. Installed on the MS Windows Server outside of the eHealth cluster but it is in the same vpc with the kubernetes cluster.
[bookmark: _ik38ef3m1tcr]MS Power BI HW requirements
	



1.3. Environments.

	Environment
	Description

	DEMO (RC)
	Stable built of most recent functionality. Used for UAT testing. Sandbox for early-birds API clients. Simplified configuration.

	PRE-PROD
	Configuration and functionality equals to PROD environment. Used for testing/certification purposes and production incidents reproduction

	PROD
	Production environment



1.4. Google Cloud Container Clusters.
	[bookmark: _qon3qlozncue]Container clusters name
	[bookmark: _tdtu41bnmle5]Node Pools Configuration

	DEV
	Size: 2 VM Instance
Machine type: n1-standard-2 (2 vCPUs, 7.5 GB memory)
Total cores: 4 vCPUs
Total memory: 15.00 GB	
Boot disk size in GB (per node): 100


	DEMO
	Size: 4 VM Instance
Machine type: n1-standard-1 (1 vCPU, 3.75 GB memory)
Total cores: 4 vCPUs
Total memory: 15.00 GB	
Boot disk size in GB (per node): 100


	PREPROD-API


	3 Node Pools
Name: default-pool
Size:1	
Machine type: n1-standard-2 (2 vCPUs, 7.5 GB memory)
Total cores: 2 vCPUs
Total memory: 7.50 GB
Boot disk size in GB (per node): 100

Name: persistent-workloads
Size: 2
Machine type: n1-highmem-4 (4 vCPUs, 26 GB memory)
Total cores: 8 vCPUs
Total memory: 52.00 GB
Boot disk size in GB (per node): 100

Name: application-workloads
Size: 2
Machine type: n1-highcpu-4 (4 vCPUs, 3.6 GB memory)
Total cores: 8 vCPUs
Total memory: 7.20 GB
Boot disk size in GB (per node): 100


	 PREPROD-FE
	Size:2
Machine type: n1-highcpu-2 (2 vCPUs, 1.8 GB memory)
Total cores: 4 vCPUs
Total memory: 3.60 GB
Boot disk size in GB (per node): 100


	PROD-API


	3 Node Pools
Name: default-pool
Size:1	
Machine type: n1-standard-2 (2 vCPUs, 7.5 GB memory)
Total cores: 2 vCPUs
Total memory: 7.50 GB
Boot disk size in GB (per node): 100

Name: persistent-workloads
Size: 2
Machine type: n1-highmem-4 (4 vCPUs, 26 GB memory)
Total cores: 8 vCPUs
Total memory: 52.00 GB
Boot disk size in GB (per node): 100

Name: application-workloads
Size: 2
Machine type: n1-highcpu-4 (4 vCPUs, 3.6 GB memory)
Total cores: 8 vCPUs
Total memory: 7.20 GB
Boot disk size in GB (per node): 100


	 PROD-FE
	Size:2
Machine type: n1-highcpu-2 (2 vCPUs, 1.8 GB memory)
Total cores: 4 vCPUs
Total memory: 3.60 GB
Boot disk size in GB (per node): 100
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